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Abstract—Recursive self-improvement (RSI) is a significant
idea in AI, where systems improve themselves independently over
time. This paper looks at different ways to achieve RSI. It studies
the Autocatalytic Endogenous Reflective Architecture (AERA),
which helps systems grow and change on their own, as seen in
tests with the S1 system. It also looks at how the Gödel Agent uses
large language models to change itself, showing it can solve math
problems and play the Game of 24 very well. The paper talks
about Experience-Based AI (XPAI), which focuses on learning
from experience and testing to make sure systems are reliable,
with the help of people who have a stake in the system. The paper
also discusses the limits of RSI, like the Munchausen problem
and the difficulties of computing, which show how complex it is to
make self-improvement work on a large scale. By bringing these
ideas together, this paper emphasizes that we need good safety
measures, constant review, and teamwork between different fields
to make RSI a reality in AI, while also keeping in mind human
values and moral standards.

Index Terms—recursive self-improvement, artificial intelli-
gence, autonomous systems, machine learning, AI safety

I. INTRODUCTION

AI has improved a lot recently. But because it uses fixed
rules and information, it struggles to adjust to new situations.
Recursive self-improvement (RSI) is a different idea: AI that
can improve its own programming, possibly leading to smarter
AI. While RSI is exciting, there are technical and moral
problems that need to be solved to make sure the results are
good and safe.

RSI is based on the concept of artificial general intelligence
(AGI). AGI seeks to build machines that can do anything a
human can do mentally. RSI goes further, allowing systems to
learn from information and change their own design and code.
This helps them get better over time. A core principle of RSI
is bounded rationality. This means that AI, like humans, has
limits on what it knows, how much it can compute, and how
much time it has. Therefore, RSI systems must be able to
make good decisions even with these limits.

This paper examines three different ways to approach RSI:
Autocatalytic Endogenous Reflective Architecture (AERA),
the Gödel Agent, and Experience-Based AI (XPAI), along with
the theoretical boundaries identified in recent studies. Each

method offers valuable perspectives on how AI can enhance its
own capabilities while tackling complex, real-world problems.
By combining these insights, this paper presents a broad view
of RSI, highlighting its importance in surpassing current AI
restrictions and the need to carefully evaluate its wider effects.

II. OVERVIEW

A. Bounded Recursive Self-Improvement

The AERA framework, described in Nivel et al. [1], is de-
signed to address the shortcomings of standard AI in changing
and unpredictable situations. It operates on three key ideas:
autocatalysis, endogeny, and reflectivity. Autocatalysis means
the system can keep growing by creating the right conditions
for its own advancement. Endogeny makes sure the system
acts based on its own objectives, not just external instructions.
Reflectivity enables the system to assess and change its own
design.

AERA efficiently manages resources by using a dynamic
priority system that values and prioritizes tasks based on
their importance to the system’s objectives. This allows the
system to adjust to different situations and concentrate on
the most important tasks. Additionally, AERA uses case-based
control and abstraction, which enables it to learn from specific
instances and apply those lessons to broader situations.

The effectiveness of AERA is demonstrated through exper-
iments with the S1 system. In one experiment, S1 watched
people interact in a virtual world and learned to do compli-
cated things like have conversations using multiple methods
and manipulate objects, all without being programmed with
specific rules. The system was flexible and learned how to use
natural language and perform tasks by thinking about what it
was doing and improving its understanding and actions. The
researchers believe that starting with a small set of skills is
enough to start the learning process, and that ongoing learning
is essential for dealing with the complexities of the real world.



B. Gödel Agent: Recursively Self-Improving Software Engi-
neer

The Gödel Agent, drawing inspiration from the Gödel
machine and detailed in Yin et al. [2], uses large language
models (LLMs) to change its entire codebase. This lets the
agent explore many different designs beyond what humans
create, potentially finding better ways to reach its goals. The
agent improves itself by analyzing and rewriting its own code,
including the parts responsible for its self-improvement.

Experiments show that the agent excels in tasks like reading
comprehension, math problem-solving, and answering science
questions at the graduate level. It outperformed other methods
by 11% on the MGSM dataset, showing it can handle complex
reasoning. A study of the Game of 24 demonstrated the agent’s
ability to adapt; after initially failing with an LLM-based
approach, it rewrote its strategy to use a search algorithm,
achieving perfect accuracy.

The authors believe that strong safety measures are essential
to guide these self-changes and prevent unexpected problems.
They stress the need for constant monitoring to make sure the
agent’s self-improvements match its intended aims. The Gödel
Agent’s success highlights the promise of self-modification in
creating recursively self-improving systems but also empha-
sizes the need for careful safety protocols.

C. Growing Recursive Self-Improvement

Thorisson et al. [3] introduces Experience-Based AI (XPAI),
which uses learning from experience to create reliable AI
systems. XPAI uses small, flexible pieces of knowledge called
“granules.” These granules improve as the system interacts
with its environment, allowing it to constantly update its
understanding and skills based on new experiences.

To check how well the system understands and meets re-
quirements, the paper suggests a “test theory.” It recommends
that stakeholders regularly test the system to build trust.
While the paper doesn’t give specific experimental results,
it mentions AERA as an example, suggesting that XPAI’s
ideas can work. The test theory includes things like defining
tasks, applying pressure, getting feedback from stakeholders,
and looking at the consequences. This is all to see how well
the system performs and whether it aligns with what people
value.

The authors believe that teaching and testing are key to
making sure AI aligns with human values. They stress that
developers, ethicists, and policymakers need to work together.
They argue that simply proving things formally isn’t enough
to guarantee trustworthiness. Instead, it must be developed
through learning from experience and constant evaluation. This
highlights how important it is for different fields to work
together to develop ethical RSI.

D. On the Limits of Recursively Self-Improving AGI

Yampolskiy [4] explores the limitations of recursive self-
improvement (RSI) and questions how realistic it is. One key
issue is the “Munchausen obstacle,” where a system becomes
so complex that it can no longer understand or improve itself.

The more complicated the system, the more intelligence it
needs to manage and change itself, making self-improvement
impossible.

Another problem is computational irreducibility. A system
cannot foresee its future without fully simulating itself, which
requires too much computing power. The researchers compare
intelligence to a limited resource, like energy, suggesting that
RSI might hit a point where it can’t improve further or faces
fundamental limits. They warn against expecting too much
from RSI.

These points indicate that while RSI is promising, achieving
general artificial intelligence will require being realistic and
carefully assessing its potential. The researchers’ ideas about
intelligence and computational limits offer a cautious view
compared to more optimistic ideas about RSI, emphasizing
the need for different perspectives in RSI research.

III. CONCLUSION

AI’s ability to improve itself (recursive self-improvement
or RSI) could help it overcome current obstacles. Different
methods show this potential. For example, AERA uses self-
sustaining growth and adaptation through its core design. The
Gödel Agent uses self-modification to get better at difficult
tasks. XPAI emphasizes hands-on learning and thorough test-
ing to build reliable systems. These examples highlight RSI’s
promise, but theoretical limitations remind us that it’s complex
and requires many resources.

These AI approaches share common goals: the need for
safety measures, constant assessment, and teamwork across
different fields to handle technical and ethical issues. Current
research still needs to develop complete safety guidelines and
ways to evaluate self-improving systems as they grow. Also,
the paper “On the Limits of Recursively Self-Improving AGI”
points out that we should be realistic about what RSI can
achieve and consider other ways to develop advanced AI.

To move RSI forward, we must carefully balance new ideas
with responsibility. As AI becomes more independent, it’s
crucial to guarantee it aligns with human values and morals.
This requires ongoing discussion and collaboration between
researchers, ethicists, policymakers, and the public to guide
AI’s development in a way that benefits everyone.
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